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Abstract

This article shows how Harmonic Analysis on matrix groups can solve
specific problems of Multivariate Statistical Analysis. In particular are
studied the properties of zonal polynomials, seen as spherical functions
of a classical Gelfand pair. A duality formula allows to write the zonal
polynomials as spherical functions of a finite Gelfand pair. Finally a
combinatorial technique for the calculation of the zonal polynomials shows
that these are the analogous, in the non-central Wishart distribution, of
power in central Wishart distribution.
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GELFAND PAIRS AND ZONAL POLYNOMIALS
IN MULTIVARIATE STATISTICAL ANALYSIS

Mauro Pagliacci

Introduction. — In some topics on non-central Multivariate Statis-
tical Analysis appear mathematical objects that require specific tools to
be suitably studied. The example which gave the inspiration for this
work is the non-central Wishart distribution. By the works of A.T. James
e A.G. Constantine ([J1,J2,Co]) is immediately evident the role of Har-
monic Analysis space on symmetric matrices to compute of the density
function of of non central Wishart distribution. In 1980 L.K. Kates, gave
his Ph.D. thesis [Ka], on this subject. The approach of Kates makes use
of Harmonic Analysis in a much more explicit way.

Kates works on zonal polynomials. From the point of view of the
Harmonic Analysis, they are the spherical functions of a given Gelfand
pair, i.e., in some sense, a generalization of the exponential function.
From the point of view of the Multivariate Statistical Analysis the zonal
polynomials appear in the density function of the non central Wishart
distribution. Muirhead in [M], introduces the zonal polynomials by
a recursion of symmetric functions. A different approach is given by
A. Takemura in [T], using an original method, in the Muirhead spirit.
All the above mentioned methods are rather laborious, in particular if
the order of the polynomial is not very low. Making use of the Harmonic
Analysis on symmetric matrices, the zonal polynomials appear in a very
natural way.

In the present paper we give a short survey of the distributions of the
multivariate statistical analysis and we introduce the topics to understand
the Hua-Schmid-Takeuki theorem (Theorem 3.6). This theorem gives fun-
damental informations on the representations on the space of polynomi-
als of a matrix argument random variable, allows to introduce the zonal
polynomials and to study their main properties. Our approach is taken
indirectly by the books of L.K. Hua [Hu] and R.H. Farrel [Fa].

The zonal polynomial are seen also as spherical functions of a classical
infinite Gelfand pair. The duality formula of A.T. James, allows to
reconstruct the spherical functions of the infinite Gelfand pair, given the
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spherical functions of a finite Gelfand pair, very easier to calculate. In
this work is given a new proof for the duality formula.

We give also a combinatorial method to compute the coefficient of the
zonal polynomials arising from the construction of a graph whose vertices
are equivalence classes of the quotient group of the permutation group
with respect to the wreath product with a subgroup of the permutation
group. To calculate the zonal polynomials is also given the Kates integral
formula.

For more details on the representations the symmetric groups probabil-
ity and statistics, see the book of P. Diaconis [P]. Also the paper [FS] gives
an interesting contribution to the combinatorics of zonal polynomials.

The present work is a survey of different point of views making origin
by several seminars given at the Strasbourg University “Louis Pasteur”
and the Rome University “La Sapienza”.

1. The normal multivariate distribution. — Given a matrix A
let us denote by A′ his transpose. Let X be a m-dimensional random
variable, i.e. a random vector X = (X1, X2, . . . , Xm)′ whose components
are the random variables X1, X2, . . . , Xm. The mean (or expected vaue) of
X is defined as

E(X) = (E(X1), . . . , E(Xm))′,

where E(Xi) is the mean of Xi, calculated with respect to the marginal
distribution of Xi. In a more general setting, if Z = (zij) is a random
q × q matrix, E(Z) is the matrix whose element ij is E(zij) We remark
that, if B,C, and D are matrices, respectively m× q, q × n and m× n,
we have:

(1) E(BZC +D) = BE(Z)C +D.

Indeed the element ij of E(BZC +D) can be written as:

E(
∑
g,h

bihzhgcgj + dij) =
∑
g,h

bihE(zhg)cgj + dij .

Set µ = E(X). We define covariance matrix of x the m × m matrix
m×m

Σ = Cov(X) = E[(X − µ)(X − µ)′].

The (i, j) element of Σ is

σij = E[(Xi − µi)(Xj − µj)′],

i.e. the covariance between Xi and Xj . The (i, i) element is

σii = E[(Xi − µi)2],
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i.e. the variance of Xi. Therefore the diagonal elements of Σ are non-
negative and Σ is symmetric.

We can proof that the set of covariance matrices is equal to set of
non-negative definite matrices.

A matrix m×m A is called non-negative definite if, for every α in IRm,
with α 6= 0, it follows that α′Aα ≥ 0 . A matrix is positive definite if, for
every α in IRm, with α 6= 0, it follows that α′Aα > 0.

The following lemma hols:

Lemma 1.1. — The m ×m matrix Σ is a covariance matrix if and
only if is non-negative definite.

Proof: Let Σ be the covariance matrix of a random vector X such that
E(X) = µ. Then, for each α in IRm,

Var(α′X) = E[(α′X − α′µ)] = E[(α′(X − µ))2].

α′(X−µ) is a scalar, then it coincides with his trasposted, so we can write:

(2) Var(α′X) = E[α′(X − µ)(X − µ)′α] = α′Σα ≥ 0.

Therefore Σ is non-negative definite.
We suppose, conversely, that Σ is non-negative definite and of rank r

with r ≤ m. A matrix m×m non-negative definite and of rank r can be
written as the product of a m×r of rank r and his transposed. In our case,
the matrix Σ = CC ′, with C matrix m×r of rank r. Let Y be a vector r×1
of independent random variables with mean 0 and covariance Cov(Y ) = I,
where I is the identity matrix. Let X = CY . Then E(X) = O and
Cov(X) = E(XX ′) = E(CY Y ′C ′) = CE(Y Y ′)C ′ = CC ′ = Σ. Therefore
Σ is a covariance matrix.

The inequality (2) implies that if the covariance matrix Σ of a random
vector X is not-positive definite, then the components Xi of X are linearly
dependent. Indeed, in this case there exists α in IRm, with α 6= 0, such
that Var(α′X) = α′Σα = 0. Therefore, with probability 1, α′X = k,
where k = α′E(X); i.e. X belongs to an hyperplane.

We consider now linear transformations and we study the behavior of
covariance matrices.

Let X be a random vector m× 1 of mean µX and covariance ΣX . Sia
Y = BX + b, where B is a matrix k ×m and b is a vector k × 1. By (1)
we have:

µY = BµX + b

ΣY = [(Y − µY )(Y − µY )′]

= E[(BX + b− (BµX + b))(BX + b− (BµX + b))′]

= BE[(X − µX)(X − µX)′]B′

= BΣXB
′.
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To define the multivariate normal distribution need the following result:

Theorem 1.2. — Let X be a m × 1 random vector. Then the
distribution of X is uniquely determined by the distributions of the linear
functions α′X, for each α in IRm.

Proof: The characteristic function of α′X is

ϕ(t, α) = E(eitα
′X).

In particular,
ϕ(1, α) = E(eiα

′X).

As a function of α, this is the characteristic function of X (i.e. the jointly
characteristic function of the components of X). The result follows by the
fact that a distribution in IRm is uniquely determined by his characteristic
function.

The m× 1 random vector X has a m-variate normal distribution if, for
each α in IRm, the distribution of α′X is univariate normal.

The following properties hold. For a proof, see [M, MKB].

(a) If X has an m-variate normal distribution, then there exist µ = E(X)
and Σ = Cov(X) and the distribution of X is uniquely determined by
µ and Σ.
Therefore if X has an m-variate normal distribution with mean µ and
variance Σ, then X is Nm(µ,Σ).

(b) If X is Nm(µ,Σ), then the characteristic function of X is

ϕX(t) = exp(iµ′t− 1

2
t′Σt).

(c) A linear transformation of a normal vector has normal distribution. In
particular, if X is Nm(µ,Σ), B is k×m and b is k×1, then Y = BX+b
is Nk(Bµ+ b, BΣB′).

(d) if X is Nm(µ,Σ), then the marginal distribution of every subset of k
components (with k < m) of X is k-variate normal.

(e) If X is Nm(µ,Σ) and X, µ and Σ are such that

X =

(
X1

X2

)
, µ =

(
µ1

µ2

)
, Σ =

(
Σ11 Σ12

Σ21 Σ22

)
,

where X1 and µ1 are k × 1 and Σ11 is k × k. Then the subvectors X1 e
X2 are independent if and only if Σ12 = 0.

Now we compute the density function of a random vector X in
Nm(µ,Σ). We remark that if Σ is non-positive definite, and so singu-
lar, then X belongs to some hyperplane with probability 1. Therefore a
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density function for X, with respect to the Lebesgue measure on IRm may
not exist. In this case we say that X has a singular normal distribution. If
Σ is positive definite and so non singular, there exists the density function
of X and it is easy to find, making use of the decomposition

X = CU + µ,

where C is the matrix m × r, of rank r, introduced in Lemma 1.1,
U = (U1, U2, . . . , Ur)

′ is a vector of independent standard normal random
variables and µ belongs to IRm.

The following theorem holds (For a proof, see [M, MKB].

Theorem 1.3 . — If X is Nm(µ,Σ) and Σ is positive definite, then
the density function of X is:

fX(x) = (2π)−m/2(det Σ)−1/2 exp[− 1

2(x− µ)′Σ−1(x− µ)
].

2. The Wishart distribution. — The di Wishart distribution is
the multivariate generalization of the χ2 distribution. Let X1, X2, . . . , Xn

be independently distributed random vectors such that for every i =
1, 2, . . . , n, Xi is Nm(µi,Σ). Then

W =

n∑
i=1

XiX
′
i

has a Wishart distribution with n degrees of freedom. W is said to be a
Wishart matrix.

The Wishart distribution is central if µi = 0, for every i. In this case
we use the notation:

W ∼Wm(n,Σ).

Otherwise the distribution is non central, with notation:

W ∼Wm, (n,Σ,M)

where M ′ = (µ1, . . . , µn).
The Wishart distribution can be obtained in a natural way taking n

samples from a multivariate normal random vector X. We remark that,
if m = 1, the distribution of W1(n, σ2) is the same as σ2χ2.

If A is Wm(n,Σ), with n ≥ m, then the density function of A is

1

2
nm
2 Γm(n2 )(detΣ)

n
2

etr

(
−1

2
Σ−1A

)
(detA)

n−m−1
2 ,
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where A is a positive definite matrix and Γm(·) is the multivariate gamma
function given by

Γm(a) =

∫
A>0

etr(A)detAa−
m+1

2 dA,

with <a > m−1
2 , where A > 0 denotes that A is a positive definite matrix

and etr(·) = exp tr(·). We remark that, if m = 1, then Γ1(a) = Γ(a).

Some non central distributions in Multivariate Statistical Analysis can
be obtained by integration on orthogonal groups or on Stiefel manifolds1

with respect to an invariant measure which not can be computed in
a closed form It is possible to see, for example, that if the m × m
random matrix has Wm(n,Σ) distribution, then the joint distribution of
the eigenvalues l1, . . . , lm di A, for n > m− 1, is:

π
m2

2 2−
nm
2 (detΣ)−

n
2

Γm
(
m
2

)
Γm
(
n
2

) m∏
i=1

l
n−m−1

2
i

m∏
i<j

(li − lj)
∫
O(m)

etr

(
−1

2
Σ−1HLH ′

)
dH,

with l1 > l2 > . . . > lm > 0, L = diag(l1, l2, . . . , lm) and dH is the
invariant measure on O(m), normalized such that the volume of O(m) is
1. We remark that in the above relation appear integrals over O(m).

The above integral depends on Σ by its eigenvalues λ1, λ2, . . . , λm.
It is easy to see that this is a symmetric function of l1, l2, . . . , lm and
λ1, λ2, . . . , λm. The calculation of this integral can be given by a series
expansion of the exponential and integrating term by term. In general
this computation in very hard, unless you choose the “ right ” symmetric
functions.

We can obtain some results comparing a univariate normal distribution
with its corresponding multivariate distribution. Let a = X ′X, where X
is Nm(µ, In). Then the random variable a has a non central distribution
χ2
n(δ), with δ = µ′µ and density function:

(3)
1

2
n
2 Γ(n2 )

exp
(
−a

2

)
a
n
2−1 · exp

(
−δ

2

)
0F1

(
n

2
,

1

4
δa

)
,

where a > 0 and pFq(a1, . . . , ap; b1, . . . , bq; z) is the generalized hypergeo-
metric function:

pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
k=0

(a1)k · . . . · (ap)k
(b1)k · . . . · (bq)k

zk

k!
,

1 A Stiefel manifold is the set of m×m matrices H such that H ′H = Im,
where Im is the m ×m identity matrix. If n = m the Stiefel manifold is
the orthogonal group O(m); if m = 1, is the Sn, the unit sphere in IRn.
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where (a)k = a (a+ 1) . . . (a+ k − 1).
We remark that 2F1(a1, a2; b; z) is the classical hypergeometric function

and that 0F1(b; z) is related with the Bessel function.
Let A = Z ′Z with Z in Nm(M, In⊗ Im), where ⊗ denote the Kroneker

product, or the direct product of the matrices. We have that M = E(Z)
and the elements of the n × m matrix Z are independent and normally
distributed with variance 1.

If M = 0, A has a distribution Wm(n, In), with density function:

1

2
nm
2 Γm(n2 )

etr

(
−A

2

)
(detA)

n−m+1
2 (A > 0),

that can be reduced to the first part of (3), when m = 1.
If M 6= 0 then A is non central Wishart and, by invariance, A depends

on M only by a matrix of “non centrality” ∆ = M ′M . Moreover the
Wishart non central density function can be bring back to (3), when
m = 1. Therefore there is a natural generalization of the non central
part

exp(−δ
2

) 0F1

(
n

2
;

1

4
δa

)
changing δ with ∆ ed a con A. The exponential exp(− δ2 ) will be

generalized to etr(−∆
2 ) and the problem will be the generalization of the

function 0F1 with argument 1
4δa to a function with argument 1

4∆A. For
this purpose we will need of special function with matrix argument (see
[H]).

We recall that:

0F1(c;x) =
∞∑
k=0

xk

(c)kk!
.

The argument x must be replaced by a matrix and requires a general-
ization of xk, in the matrix case. This is the role of the zonal polynomials,
symmetrical polynomials with respect to the eigenvalues of X. The theory
of zonal polynomials was developed by A.T. James and by A.G. Constan-
tine in several work in the period 1960-1976 (see [J1,J2,Co]). The zonal
polynomials can be introduced also in a direct way, as symmetric polyno-
mials as in [M] e in [T], but this is very difficult. Another chance is to use
the harmonic analysis methods on matrix spaces. In the following sections
we survey this method, used also in [Fa, Ka].

3. Fisher product and Hua-Schmid-Takeuki Theorem. — Let
V =IRm be a vector space with a scalar product (x, y). Let p be a
polynomial on V . We associate to p a constant coefficients differential
operator p

(
∂
∂x

)
defined by:

7
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p

(
∂

∂x

)
e(x,y) = p(y)e(x,y).

The Fisher product is defined as:

< p, q >= p

(
∂

∂x

)
q(x)|x=0.

We remark that, if we can write

p(x) =
∑
|α|≤k

aαx
α q(x) =

∑
|α|≤k

bαx
α,

in some orthonormal basis, then

< p, q >=
∑
α

α! aαbα,

where:

α = (α1, . . . , αm), xα = (xα1
1 , . . . , xαmm ), |α| = α1 + . . .+ αm.

Let P be the space of polynomials on V . P is a pre-Hilbert space of
which the monomials are an orthogonal basis.

Let g be in GL(V ) = GL(m,IR), the general linear group of m × m
matrices with real coefficients and determinant different from zero. Let
End(P) be the set od endomorphisms of P. Consider the application

π:GL(V )→ End(P),

defined by
(π(g)p)(x) = p(g−1x).

This is a representation of GL(V ) into the space P.

Let V = Sym(m,IR) be the space of m × m symmetric matices with
real entries . We consider on V the inner product:

(x, y) = tr (xy).

The group G = GL(m,IR) acts on V by x 7→ gxg′. Let T be the group of
lower triangular matrices with positive diagonal elements.

Proposition 3.1. — Let t be an element of T . Then x = tt′ is
positive definite symmetric matrix and, vice versa, every positive definite
symmetric matrix x can be written in this way.
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Let K = O(m) be the orthogonal group. We poof the following
theorem.

Theorem 3.2 (Gauss Decomposition). —

G = TK,

in other words, every g in G can be written uniquely as g = tk, with t in
T and k in K.

Proof: We set x = gg′. The matrix x is positive definite symmetric,
therefore, by Proposition 3.1, there exists a unique t in T such that x = tt′.
Denoting by g1 = t−1g, we have g1g

′
1 = I, and so g1 is an orthogonal

matrix, i.e. g = tk.

We denote by ∆k(x) the k-th principal minor of the matrix x (the
determinant obtained choosing the first k rows end the first k columns of
x.

Proposition 3.3. — Let X be a symmetric matrix and T be a lower
triangular matrix. Then,

∆k(txt′) = (t11 · · · tkk)2 ∆k(x).

Proof: We decompose the matrices x and t in the following way:

x =

(
x1 x2

x′2 x3

)
, t =

(
t1 0
t2 t3

)
,

where x1 and t1 are (k, k) matrices. We have:

txt′ =

(
t1x1t

′
1 z′2

z2 z3

)
.

Therefore

∆k(txt′) = det(t1x1t
′
1) = det(t1)2 detx1 = (t11 · · · tkk)2∆k(x)

Let ξ = (ξ1, . . . , ξm) be an element in IRm. To ξ we associate a character
of the triangular group T in the following way:

χξ(t) = t2ξ111 t
2ξ2
22 · · · t2ξmmm.

A polynomial P on Sym(m,IR) is conical if

P (txt′) = χξ(t)P (x).

9
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Let ∆i(x) be the i-th principal minor of the matrix x. We suppose that
ξ1, . . . , ξm satisfy the relation ξ1 ≥ . . . ≥ ξm. Then the polynomial Pξ(x),
defined by:

Pξ(x) = ∆ξ1−ξ2
1 (x)∆ξ2−ξ3

2 (x) · · ·∆ξm
m (x),

by Theorem 3.2, is conical with respect to the character χξ. Moreover Pξ
is of degree |ξ| =

∑
ξi and Pξ(I) = 1.

The following theorems hold:

Proposition 3.4. — Let P be a conical polynomial with respect
to the character χξ. Then ξ1, . . . , ξm are integer numbers such that
ξ1 ≥ ξ2 ≥ . . . ≥ ξm ≥ 0 and

P (x) = cPξ(x),

Where c = P (I).

Proof: If x is a diagonal matrix with positive diagonal elements
a1, a2, . . . , an, then

P (x) = aξ11 · · · aξnn .

Because P is a polynomial, the numbers ξi are integers greater than or
equal to zero. If x = tt′, with t ∈ T , we have P (x) = cχξ(t), where
c = P (I) and, by Proposition 3.3, it follows

P (x) = c∆1(x)ξ1−ξ2∆2(x)ξ2−ξ3 · · ·∆ξ(x)ξn .

We consider the following symmetric matrix:

x =



1 0 . . . 0

0
. . .

1

i α γ
...

i+ 1
... γ β

1
. . . 0

0 . . . 0 1


.

If α > 0, β > 0 and γ2 < αβ, then x is positive definite. Therefore,

P (x) = cαξi−ξi+1(αβ − γ2)ξi+1.

10
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Since P is aa polynomial, this holds for all α β, γ. In particular, if β = 0,

P (x) = cαξi−ξi+1(−γ2)ξi+1.

This implies ξi − ξi+1 > 0.

Proposition 3.5. — Let P a finite dimensional subspace of the space
of the polynomials, invariant with respect to that action of G. If P is not
zero, then there exists a conical polynomial on P, different from zero.

Proof: Let π be the representation of G on P defined by:

(π(g)p)(x) = p(g−1xg−1′).

By differentiation, we obtain a representation of the Lie algebra g=
M(m,IR) of G. The operators π(H), where H is a diagonal matrix, are
self adjoint with respect to the Fisher product and commute. Therefore a
simultaneous diagonalization is possible. Set

Pλ = {p ∈ P : π(H)p = λ(H)p},

where λ is a linear form:

λ(H) = λ1a1 + . . .+ λmam,

(a1, . . . am are the diagonal elements of H). If Pλ = {0}, λ is said to be a
weight of the representation π and we have:

P =
⊕
λ

Pλ.

Now we give an order to the space of linear form in the following way:
λ > µ if λ− µ is positive on the set {H : a1 < a2 < . . . < am}. Let λmax

be a dominant weight of the representation π, i.e. a maximal weight with
respect to the order defined above and let p be polynomial in Pλmax .

Let Eij be the matrix with only one element different from zero in the i-
th row and the j-th column equal to one. We have [H,Eij ] = (ai−aj)Eij .
Therefore,

π(H)π(Eij)p = [π(H), π(Eij)]p+ π(Eij)π(H)p

= (ai − aj)π(Eij)p+ λmax(H)π(Eij)p

= [(ai − aj) + λmax(H)]π(Eij)p.

If i > j, then [ , ] is a linear form such that λ > λmax, therefore
Pλ = {0} and π(Eij)p = 0. By linearity, we have π(x)p = 0 for each

11
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lower triangular matrix x with diagonal entries zero. The set of matrices
is the Lie algebra n of the subgroup N of the lower triangular matrices
with diagonal entries equal 1.For matrix n of this type we have π(n)p = p.
Let ξ1, . . . , ξm be the numbers defined by

λmax(H) = −2(ξ1a1 + . . . , ξmam).

Then
π(expH) = exp(−2(ξ1a1 + . . . , ξmam)).

Every matrix t in T is the product of a matrix in N with a diagonal matrix,
therefore:

π(t)p = t−2ξ1
11 · · · t−2ξm

mm p,

So
p(txt′) = χm(t)p(x).

in other words, the polynomial p is conical.

We give a characterization of some subspace of P. Let ξ = ξ1, . . . , ξm
be such that ξ1 ≥ ξ2 ≥ · · · ≥ ξm ≥ 0. Denote by Pξ the subspace of
polynomials generated by π(g)Pξ. We have Pξ is a subspace of the space
of homogeneous polynomials of degree |ξ|, therefore dim Pξ is finite.

It is possible to proof that the only conical polynomials in Pξ are
multiples of Pξ

The following very important theorem holds:

Theorem 3.6 (Hua - Schmid - Takeuki). —
(a) The subspaces Pξ are irreducible.
(b) The subspaces Pξ are pairwise orthogonal with respect to the Fisher

product.
(c) If Pk is the subspace of homogeneous polynomials of degree k, then:

Pk =
⊕
|ξ|=k

Pξ.

Proof: (a) Let Y be an invariant subspace of Pξ not reduced to {0}. By
Proposition 3.5, Y contains a non zero conical polynomial proportional to
Pξ. Then Y = Pξ.

(b) LetQ be the orthogonal projection on Pξ. We show thatQ commute
with the action of G. If f is a polynomial, Qf is the only element of Pξ
such that

f −Qf ⊥ Pξ.

Analogously, Qπ(g)f is the only element of Pξ such that

π(g)f −Qπ(g)f ⊥ Pξ.

12
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Therefore,
π(g)f − π(g)Qf ⊥ π(g′)Pξ = Pξ.

Then,
Qπ(g)f = π(g)Qf.

We show that Pξ and Pξ′ are orthogonal if ξ 6= ξ′. Indeed, QPξ′ is
a conical polynomial with respect to the character χξ′ . Since the only
conical polynomials of Pξ are multiples of Pξ, it follows that QPξ′ = 0.
Moreover Qπ(g)Pξ′ = π(g)QPξ′ = 0, then QPξ′ = 0

(c) The subspace

Y = Pk 	 (
⊕
|ξ|=k

Pξ)

is invariant. If it is not zero, contains a non zero conical polyno-
mial (by proposition 3.4) and this is impossible. Then Y = {0}.

4. The zonal polynomials. — For ξ = (ξ1, ξ2, . . . , ξm), with
ξ1 ≥ ξ2 ≥ . . . ≥ ξm ≥ 0, the zonal polynomial (or sherical polynomial)
ϕξ is defined by:

ϕξ(x) =

∫
K

Pξ(kxk
′)dk,

where dk is the normalized Haar measure of the orthogonal group K.
We remark that ϕξ belongs to Pξ and is K-invariant.

Proposition 4.1. — The K-invariant polynomials of the space Pξ
are proportional to ϕξ.

Proof: If f is a polynomial, we set

Q(f(x)) =

∫
K

f(kxk′)dk.

Of course, Q is a projection of Pξ on the subspace PKξ of the K-invariant
polynomials. Let g be an element on G. We have that g = tk1, where
t ∈ T and k1 ∈ K (Theorem 3.2). Then,

[Qπ(g−1)Pξ](x) =

∫
K

Pξ(tkxk
′t′)dk = χξ(t)ϕξ(x).

Proposition 4.2. — The zonal polynomials ϕξ verify the following
relation ∫

K

ϕξ(gkxk
′g′)dk = ϕξ(gg

′)ϕξ(x).

13
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Proof: In the proof of Proposition 4.1 we proved that:∫
k

Pξ(gkxk
′g′)dk = Pξ(gg

′)ϕξ(x).

Replacing g with k1g and integrating with respect to k1, the result follows.

Denote PK the space of K-invariant polynomials. The following
theorem holds:

Theorem 4.3. — The spherical polynomials ϕξ are an orthogonal
basis for PK and every polynomial p in this space can be written as

p(x) =
∑

ξ1≥...≥ξm

aξϕξ(x),

where aξ =< p,ϕξ > / < ϕξ, ϕξ > .

Proof: The proof is an immediate consequence of the Theorem 3.6 and
of the Proposition 4.1.

The zonal polynomial ϕξ(x) depends only on the eigenvalues λ1, λ2, . . . , λm
of x, is homogeneous of degree |ξ| and symmetric with respect to
λ1, λ2, . . . , λm. This allows to extend the definition of zonal polynomial
to the case of square matrix. Indeed, if x is symmetric ed y positive def-
inite, the eigenvalues of yx are the same of y

1
2xy

1
2 . Therefore we can

define ϕξ(yx) = ϕξ(y
1
2xy

1
2 ). Furthermore it is easy to see that ϕξ is an

eigenfunction of the Laplace-Beltrami operator of the space

Ω ' GL(m, IR)/O(m).

A characterization of the zonal polynomials can be given by the
spherical functions of the Gelfand pairs. The main definitions are given
in a concise form; for more details, see [F]. Let G be a locally compact
group and Cc(G) the space of complex continuous functions with compact
support on G. If K is a compact subgroup of G, we denote by C\c(G) the
space of functions f in Cc(g) bi-K-invariant, i.e. such that, for every k
and k′ in K, it results f(kxk′) = f(x). Cc(G) is a convolution algebra of
which the space C\c(G) is a sub algebra.

(G,K) is a Gelfand pair if the convolution algebra C\c(G) is commuta-
tive.

We remark that, if G is a commutative group and K is the subgroup
of the only neutral element, then (G,K) is a Gelfand pair. In particular,
(IR,{0}) is a Gelfand pair.

A very useful criterion to identify a Gelfand pair is the following:

14
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Proposition 4.4. — (G,K) is a Gelfand pair if there exists an
involutive automorphism ϑ of G such that, for every x in K, x−1 ∈
Kϑ(x)K.

For the proof, see [F, pag. 317].

If (G,K) is a Gelfand pair, a spherical function is a function ϕ
continuous on G, bi-K-invariant and such that the application

f 7→ χ(f) =

∫
G

f(x)ϕ(x−1)dx

satisfies the relation

χ(f ∗ g) = χ(f)χ(g).

The spherical functions of the Gelfand pair (IR,{0}) are the exponential
functions ϕ(x) = exp(λx), where λ is a complex number. So the spherical
function are the generalization of the exponential functions in the case of
Gelfand pairs. An important characterization of the spherical function od
a Gelfand pair is the following ([F, pag. 319]).

Proposition 4.5. — A function ϕ, continuous on G, bi-K-invariant
and non identically zero is spherical if and only if, for every x, y ∈ G we
have: ∫

K

ϕ(xky)dk = ϕ(x)ϕ(y).

In partucular, ϕ(e) = 1.

Another classical example of the Gelfand pair is (GL(m, IR), O(m)).
The spherical polynomials defined above are the spherical functions of
this Gelfand pair (corresponding to finite dimensional spherical represen-
tations).

5. The duality formula. — In this section we show that it is possible
to find the zonal polynomials, i.e. the spherical functions of the Gelfand
pair (GL(m, IR), O(m)), by knowing the spherical functions of a given
finite Gelfand pair. We obtain the zonal polynomials by a development
in terms of tr (x), tr (x2), . . .. The coefficients in this development are the
spherical functions of a finite Gelfand pair. The formula was introduced
by A.T. James in [J2] and reported by Kates in [Ka]. The proof provided
here presents some innovations with respect to the original.

5.1. The finite Gelfand pair. — Set |ξ| = k. Let D be the set of pairs
of 2k elements

{(a1a2, a3a4, . . . , a2k−1a2k) : ai ∈ {1, 2, . . . , 2k}}.

15
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We do not take into account neither the order of couples, neither the order
in each pair. Let S2k be the permutation group on 2k elements. S2k is
transitive on D. Denote by

o = (1 2, 3 4, . . . , 2k−1 2k)

an element on D fixed as the origin and let H be the isotropy subgroup
of o.

We have
H ' (S2)k × Sk

and the cardinality of H is 2kk!.
H can be defined as the permutation group generated by Sk permuting

the columns or changing the elements of a column in objects of type:(
a1, a2, . . . , ak
a′1, a

′
2, . . . , a

′
k

)
.

The grup H, called the wreath product of S2 andi Sk is denoted by S2 ∼ Sk.
We condire the quotient group:

H\S2k/H.

It is easy to see that there is a bijection between the partitions of k and
the double cosets.2 Indeed we consider a graph with 2k vertices and edges
given by pair of subsequent vertices in the permutation. The number of
vertices of the graph in every component (really a loop) is even. Therefore,
dividing by 2 the number of vertices in every component, we obtain a
partition of k.

fig. 1

We explain the situation with an example. Take k = 3. The partition
of 3 are: (3,0,0), (2,1,0) e (1,1,1). Consider S6 and the element of S6/H:
(1 3, 2 4, 5 6), as in fig.1. The graph is in bijection with the partition
(2,1,0). Indeed, if we divide by 2 the length of every loop in the graph of
fig. 1, we obtain the sequence (2,1,0).

2 Recall that ξ = (ξ1, ξ2, . . . , ξp) is a partition of k if
∑p
i=1 ξi = k with

ξ1 ≥ ξ2 ≥ . . . ≥ ξp ≥ 0.

16
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In fig. 2 we have all the elements in every coset with the corresponding
double cosets.

fig. 2

Proposition 5.1. — (S2k, H) is a Gelfand pair.

Proof: Consider the element ϑ(σ) = σ in S2k. Then σ−1 ∈ HσH,
therefore, by Proposition 4.4 the result follows

5.2. The duality formula. — The duality formula allows to obtain
the zonal polynomials, i.e. the spherical functions of the Gelfand pair
(GL(m, IR), O(m)), by the spherical functions of the finite Gelfand pair
(S2k, H). The following Theorem holds.

Theorem 5.2 (Duality formula). —

ϕξ(x) =
1

(2k)!

∑
ν∈H\S2k/H

nνψξ(ν)tr (xν1) . . . tr (xνk),

where nν is the number of cosets in every double coset ψξ is the spherical

17
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function of the Gelfand pair (S2k, H) and (ν1, . . . , νk) is the partition of k
given by ν.

The duality formula can be understood also by the spherical Fourier
transform on D of a given function.

We introduce the following notation. Let U be the tensor product of
2k copies of IRm, i.e. U =

⊗
2kIRm,and consider the representation π of

GL(m, IR) on U ,
π : GL(m, IR)→ L(U),

where L(U) is the set of endomorphisms of U . The representation is
defined by:

πg(v1 ⊗ . . .⊗ v2k) = gv1 ⊗ . . .⊗ gv2k, with g ∈ GL(m, IR).

We consider also the representation τ of S2k on U ,

τ : S2k → L(U),

defined by:

τσ(v1 ⊗ . . .⊗ v2k) = vσ(1) ⊗ . . .⊗ vσ(2k), with σ ∈ S2k.

The representations πg and τσ commutes, i.e. πgtσ = τσπg (see [M,W]).
Set

a = (vec Im)⊗k = (

m∑
i=1

ei ⊗ ei)⊗k,

where (ei) is the canonical base in IRm and vec(Im) is the vector obtained
by the sequence of columns of the identity m×m matrix Im.

Consider the function:

fg(σ) = (a, πgτσa).

It is easy to see that πha = a, with h ∈ O(m) and τσ(a) = a, with σ ∈ H.
Therefore f , as a function of g is O(m)-invariant and, as a function of σ
is H-invariant.

The spherical Fourier transform of fg(σ) with respect to σ is given by:

f̂g(ξ) = const.
∑

σ̇∈S2k/H

ψξ(σ̇)fg(σ̇).

We remark that fg(σ̇) is H-invariant.
We obtain the proof of the duality formula by the following formulas.

(A) fg(σ̇) = tr (gg′ν1) . . . tr (gg′νk),

18
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(B) f̂g(ξ) = ϕξ(gg
′).

The proof of (A) can be obtained by direct calculation (see [Ka, lemma
5]). To proof (B) we need 3 lemmas.

Lemma 5.3. — The irreducibles components of π and τ are parame-
terized by partitions λ of 2k.

Proof: Let λ be a partition of 2k. To λ corresponds an irreducible
representation of S2k. We associate to λ a Young tableau in the following
way. If λ = λ1, . . . , λn, with λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0, then the Young
tableau is

The Young diagram is obtained associating at every box of a Young
tableau an integer number between 1 and 2k. To a Young diagram it is
possible to associate the Young idempotent iλ in the following way. Set R
and C the subgroups of S2k leaving globally unchanged, respectively, the
rows and the columns of the Young diagram (the order is not considered).
Then the Young idempotent is given by:

iλ =
∑

r∈R,c∈C
ε(c)τrτc,

where ε(c) is the signum of the permutation c. Recall that, if G is a finite
group with elements g1, . . . , gm, the group algebra of G is AG = {a =∑m
k=1 a(gk)gk}, where a(gk) are complex numbers. The lemma follows by

the following result ([C,NS]). To any Young tableau identified by partition
λ we associate a Young diagram giving the Young idempotent iλ of the
group algebra A = AS2k

. Then Iλ = Aiλ are invariant subspace with
respect to the left regular representation T̃ of S2k and the restrictions
T̃λ of the representation T̃ to Iλ are, of every λ a complete system of
irreducible representations of S2k.

In [W, Theorem 4.4.D] is proved that iλ(U) is an irreducible invariant
subspace for π. Then the irreducible components of π are parameterized
by the partitions of 2k and every invariant subspace is a direct sum of
subspaces of this type.

Write now the decomposition for π and τ in irreducible component,

π =
⊕
|λ|=2k

πλ, τ =
⊕
|λ|=2k

τλ,
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and consider the characters

χλ(g) = trπλg e χ∗λ(σ) = tr τλσ .

Taking the group
S2k ×GL(m, IR),

and the product of the representations R = πτ , we obtain (see [M, pag.
107])

R =
⊕
|λ|=2k

(πλ ⊗ τλ).

Therefore U can be decomposed as

U =
⊕
|λ|=2k

Uλ,

Where Uλ = Uπλ ⊗ Uτλ .
Fix λ and consider the projector

Tλ =
1

(2k)!

∑
σ

χ∗λ(σ)τσ.

It is easy to see that (Tλ)2 = Tλ and Tλ(U) = Uλ. Taking σ = e, R
becomes representation of GL(m, IR) and we can write

Uλ = Uπλ ⊕ . . .⊕ Uπλ (dλ = dimUτλ times).

Lemma 5.4. — If λ = 2ξ, with ξ partition of k, the representation
π2λ admits a cyclic vector and we have:

ϕξ(gg
′) =

∫
O(m)

χ2ξ(gh)dh.

Proof: See [F].

Set:

E =

∫
O(m)

πhdh, E∗ =
1

2kk!

∑
ρ∈H

τρ.

Lemma 5.5. —
tr (TλπgE

∗) = χλ(g).

Proof: tr (TλπgE
∗) = tr (πg|Pλ⊗{ϕ∗λ}) = χλ(g).

20
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The Lemma 5.3 e 5.4 imply that

ϕλ(gg′) = tr (TλπgEE
∗) = tr (πg|{aλ}) = (πgaλ, aλ),

where {aλ} is the subspace generated by aλ.
Since aλ = τλa, we have:

ϕλ(gg′) = (πgT
λa, tλa) = (πg(τ

λ)2a, a) = (πgT
λa, a).

Replacing Tλ with its value, we can write:

ϕλ(gg′) =
1

(2k)!

∑
σ∈S2k

χ∗λ(σ)(πgτσa, a) =
1

(2k)!

∑
σ∈S2k

χ∗λ(σ)fg(σ)

=
1

(2k)!2kk!

∑
σ̇∈S2k/H

∑
ρ∈H

χ∗λ(ρσ)fg(σ̇)

=
1

(2k)!2kk!

∑
σ̇∈S2k/H

ψλ(σ̇)fg(σ̇)

=
1

(2k)!

∑
ν∈H\S2k/H

nνψλ(ν)fg(ν).

Therefore the proof of the duality formula is complete.
The duality formula allows us to calculate the zonal polynomials, as an

immediate application of the so called character formula. Ideed, if (G,K)
is a Gelfand pair and Γi are irreducible subspaces of G with characters χi,
then

ϕi(g) =

∫
K

χi(gh)dh,

where ϕi is a spherical function in Γi. Taking the Gelfand pair (S2k, H),
the above formula give:

ψλ(σ) =
1

2nn!

∑
µ

χλ(σµ).

But, the characters of the symmetric group are well known (see [L]),
therefore this formula gives the spherical functions of the finite Gelfand
pair.

We remark that the inversion formula of the spherical Fourier transform
allows us to write:

fg(σ) =
∑
ξ

dξψξ(σ)ϕξ(gg
′),
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where dξ = dimUτξ .

6. Combinatorial computation of zonal polynomials. — Kates
[Ka] make use of a normalization for zonal polynomials different from
our. In our normalization we have ϕξ(I) = 1, in that of Kates, really
the most used in multivariate statistical analysis ([J1,J2,Mu]), the zonal
polynomials are zξ(x) = (tr)m + other terms.

We show an algorithm that gives the coefficients nνψξ(ν) (in the
Kates normalization). To be more explicit, we consider a particular
case, finding the coefficients of the third order zonal polynomial. Take
n = 3, k = 3, H = S2 ∼ S3 e S6/S2 ∼ S3.

We construct a graph whose vertices are the cosets {Hσ : σ ∈ S6}.
In our example the vertice are the elements in fig.2. To plot the edges,
it needs to fix a double coset, i.e. a partition of 3, for example (2,1,0).
Then [Hσ1, Hσ2] is an edge if (Hσ1)(Hσ2)−1 is a permutation in the fixed
double coset. We obtain in this way the following graph (fig.3)

fig. 3

By the present graph, in which are plotted all the edges with a vertex
on (12,34,56), (13,24,56) e (13,25,46), we can construct a matrix in
the following way. Fix an element in each double coset, for example
(12, 34, 56) ∈ (1, 1, 1), (13, 24, 56) ∈ (2, 1, 0) e (13, 25, 46) ∈ (3, 0, 0). Let
1,2 and 3 be, respectively, the double cosets (1,1,1,), (2,1,0) e (3,0,0).The
component (C(2,1))(γ,β) in row γ and in column β is equal to the number
of edges having a vertex on a fixed element of the double coset β and the
other vertex on any elements of the double coset γ. Thereforene, in our
example, we have:

C(2,1) =

 0 1 0
6 1 3
0 4 3

 .
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The eigenvalues of this matrix are 6, 1, -3 and the eigenvectors (1,6,8),
(1,1,-2) e (1,-3,2). In this case the eigenvectors are different, therfore we
need not determine the matrices C(1,1,1) e C(3,0,0). Otherwise we must
take the common eigenvectors, which gives the coefficient of the third
order zonal polynomial in the basis tr (x)3, trx tr (x)2, tr (x3). Ordering
the basis (see [J2, Appendix]), with that above normalization:

z(1,1,1) =tr (x)3 + 6tr (x) tr (x2) + 8tr (x3)

z(2,1,0) =tr (x)3 + tr (x) tr (x2)− 2tr (x3)

z(3,0,0) =tr (x)3 − 3tr (x) tr (x2) + 2tr (x3).

Actually the above matrix is the matrix of a convolution operator and
the common bi-K-invariant eigenfunctions are spherical functions of the
Gelfand pair.

If (G,H) is a Gelfand pair, the eigenfunctions of the convolution
operator by a continuous function on G and bi-H-invariant are the
spherical zonal functions

Let g1, . . . , gm be a set of representative elements in H\G/H. Define

δHgiH(g) =

{
1, if g ∈ HgiH;
0, if g 6∈ HgiH.

As a convolution operator, this gives a basis for C(H\G/H), the space of
complex functions on H\G/H. The problem is to find the simultaneous
eigenfunctions of the convolution operator with δHgiH .

Let α, β, γ, . . . be double cosets and gα, gβ , gγ , . . . representatives of
double cosets. The set of linear combinations of functions δHgαH is a
convolution algebra. The duality formula says that the coefficients of
tr (x)ν1 tr (x)ν2 . . . in the development to obtain the zonal polynomials are
the spherical functions of (S2k, S2 ∼ Sk) multiplied by nν , the number of
cosets in every double coset. We have nν = |HgνH|/|H|. Then we use the
base |HgαH|−1δHgαH instead of δHgαH to avoid the multiplication by nν
and we compute the matrix of the convolution operator by |H|−1δHgαH in
the basis {|HgαH|−1δHgαH}α. This is the matrix Cα. The simultaneous
eigenfunctions of this matrix are the coefficients in the development of
zonal polynomials.

The same argument can be done also using the Laplace Beltrami
operator of the graph given in fig. 3. If ∆ is the Laplace Beltrami operator
on the graph, we can write ∆ = A−Λ, where A is the adjacency matrix of
the graph (i.e. Axy = 1 if x and y belong to the same edge and Axy = 0,
otherwise) and Λ is the diagonal matrix whose element xx is |Ex|, Ex
being the set of the vertices of the graph neighbors to x. It is also possible
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to write ∆ = A − nαI, where nα is the number of cosets in the double
coset α. Take HgβH. Then:

AδHgβH(x) =
∑
y∈Ex

δHgβH(y) =
∑

y∈H\G

δHgαH(xy−1)δHgβH(y)

= |H|δHgαH ∗ δHgβH(x).

Indeed y ∈ Ex if and only if xy−1 ∈ α if and only δHgαH(xy−1) = 1.
We remark that the functions δ are defined on G instead of on H\G.
Then A is the convolution operator by |H|−1δHgαH . Therefore we have
characterized the basis for the double coset in terms of Laplace-Beltrami
operator.

7. The integral formula. — The following result is an integral
formula ofr the evaluation of zonal polynomials

Theorem 7.1 (integral formula). — Let E = M(m, IR) ' IRm2

be the set of m×m matrices with real coefficients. Then:

ϕξ(x) = cost

∫
E

exp(− ‖ γ ‖2)Pξ(γ
′xγ)dγ,

where γ ∈ E and Pξ is the conical polynomial defined by

Pξ(x) = ∆ξ1−ξ2
1 (x)∆ξ2−ξ3

2 (x) · · ·∆ξm
m (x).

To prove the Theorem, we use the polar decomposition of E. Let Ω be
the cone of positive definite symmetric matrices and E′ the set:

E′ = {γ ∈ E : det γ′γ 6= 0}.

Polar Decomposition. — For every γ in E′, there exist a matrix
h in O(m) and a matrix r in Ω such that γ = hr

1
2

Let γ ∈ E. It is possible to write:

γ = (γγ′)
1
2 (γγ′)−1

2
γ.

Set r = γγ′ e h = (γγ′)− 1
2γ. We have that r ∈ Ω, h ∈ O(m) , then the

polar decomposition is:
γ = r

1
2h.

Similarly it is possible to show that γ = hr
1
2 . The Jacobian of the

transformation is:
dγ =

c0
2m

(det r)−
1
2 drdh,
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where dr =
∏
i≤j rij and dh is the normalized Haar measure on O(m). It

is possible to compute that

c0 =
π
m2

2

ΓΩ(m2 )
,

where ΓΩ is the Gamma function on the cone Ω, given by the following
Siegel integral:

ΓΩ(ξ) =

∫
Ω

exp(−tr(r))Pξ(r)(det r)−
m+1

2 dr.

Proof of Theorem 7.1. If x ∈ Sym(m, IR), we need to calculate the integral

Iξ(x) =

∫
E

exp(− ‖ γ ‖2)Pξ(γ
′xγ)dγ.

Changing the variables γ = ηx−
1
2 and taking, at the moment, x ∈ Ω,

we have:
‖ γ ‖2= tr (x−1η′η) = (x−1, ηη′)

Pξ(γxγ
′) = πξ(η

′η)

dξ = (detx)−
m
2 dη.

Therefore,

Iξ(x) = (detx)−
m
2

∫
E

exp(−(x−1, ηη′))Pξ(ηη
′)dη

= c0

∫
Ω

∫
O(m)

exp(−(x−1, h′xh))Pξ(r)(det r)−
1
2 dhdr.

Now ve compute the integral on Ω. Since (x−1, hrh′) = tr (x−1hrh′) =
tr (h′x−1hr) = (h′x−1h, r), we can write:∫

Ω

exp(−(x−1, h′xh))Pξ(r)(det r)−
1
2 dr

=

∫
Ω

exp(−(h′x−1h, r))Pξ(r)(det r)−
1
2 dr

=

∫
Ω

exp(−(h′x−1h, r))Pξ(r)(det r)
m+1

2 −
1
2 (det r)−

m+1
2 dr

=

∫
Ω

exp(−(h′x−1h, r))Pξ+m
2

(r)(det r)−
m+1

2 dr

= ΓΩ

(
ξ +

m

2

)
Pξ+m

2
(h′xh).
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Therefore,

Iξ(x) =
(detx)−

m
2 c0

2m
ΓΩ

(
ξ +

m

2

)∫
O(m)

Pξ+m
2

(h′xh)dh,

where ∫
O(m)

Pξ+m
2

(h′xh)dh = ϕξ+m
2

= ϕξ(x)(det(x))
m
2 .

Because
Iξ(x) = cΓΩ

(
ξ +

m

2

)
ϕξ(x),

the theorem is proved.
The integral formula can be used to obtain the zonal polynomials of

each order by a computer program.
Now we are able to understand the non central Wishart distribution.

We define the following function on the space Sym(m, IR) :

0F1(β, x) =
∑
ξ

1

< ϕξ, ϕξ >

ΓΩ(β)

ΓΩ(β + ξ)
ϕξ(x).

By the Laplace transform of 0F1(β, x), we can find that the non central
Wishart distribution Wm(n,Σ, δ) has density function:

exp

(
−1

2
tr δ

)
0F1

(
n

2
;

1

4
δ

1
2xδ

1
2

)
1

2
nm
2 ΓΩ(n2 )

exp

(
−1

2
trx

)
(detx)

n
2−

m+1
2 .
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